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a b s t r a c t

Cyber-physical systems theory offers a powerful framework for modeling, analyzing,
and designing real engineering systems integrating communication, control, and com-
putation functionalities (the cyber part) within a natural and/or man-made system
governed by the laws of physics (the physical part). New methodological developments
in cyber-physical systems theory are required by traditional application domains such
as manufacturing, transportation, and energy systems, which are currently experiencing
significant and – to some extent – revolutionary changes to address the needs of
our modern society. The goal of this position paper is to provide the cyber-physical
systems community, and especially young researchers, a clear view on what are research
directions worth pursuing motivated by the challenges posed by modern applications.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Cyber-Physical Systems (CPS) are engineering systems characterized by the integration of communication, control,
and computation within a natural and/or man-made system governed by the laws of physics. They are widely present in
different domains, which include (but are not limited to) energy, transportation, and manufacturing that are fundamental
pillars to the well functioning of our modern society. CPS theory has indeed the potential to make a transformational
impact at global societal scale.

In the smart energy domain, CPS theory can help to redesign the power grids so as to increase their safety and reliability,
as well as contribute at seamlessly integrating intermittent renewable energy sources such as wind energy by using
predictive forecasting. In the smart mobility domain, there are complex CPS problems on land: connected and autonomous
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Fig. 1. Frameworks from the literature applied to CPS intelligence hierarchy. On the left, in Fig. 1(a), a slight simplification omits the inputs feeding
into the Levels of Mental Activities from the original drawing [1]. On the right, in Fig. 1(b), a slight modification of the Observe–Orient–Decide–Act
(OODA) loop adds the gray Environment box to indicate closing the loop over the environment and shows simpler subset loops, namely the
Observe–Act loop (1) and the Observe–Orient–Act loop (2) of the full OODA loop (3).

vehicles countering traffic congestion and fatalities; in the water: unmanned underwater vehicles and autonomous ships
exploring the ocean; and in the air: unmanned aerial vehicles, colloquially referred to as drones, performing search and
rescue operations. Smart manufacturing aims to leverage CPS to increase safety, reliability, and throughput in industrial
production via the Industry 4.0 paradigm and to extend our manufacturing capabilities to new and advanced problems;1
the use of digital twins to deploy simulation counterparts of expensive physical assets allows to predict and detect failure,
and to take over the corresponding functionality from the physical counterpart.

Motivated by the breadth of the global societal-scale relevance of CPS, our goal is to outline important research and
development challenges in CPS theory that are key to their effective practical impact, possibly directing the efforts of the CPS
community towards their study.

To this purpose, the present paper brings together experts in the relevant application and methodological domains, who
will offer some insight into the challenges posed by modern applications and provide their views on possible interesting
theoretical topics to investigate.

The content of this paper reflects the personal view of its contributors.
The rest of the paper unfolds as follows. We start by proposing a feature classification for CPS based on increasingly

complex computation and communication capabilities, and outline exemplar challenges in each category in Section 2. We
then consider smart manufacturing (Section 3), energy (Section 4), and automotive and marine transportation systems
(Sections 5 and 6). The formulation of system requirements for these increasingly complex CPS applications becomes a
challenge itself and offers new topics for research, as discussed in Section 7. Some final remarks are given in Section 8.

2. A feature classification for cyber-physical systems

In this section, we propose a feature classification for CPS that leverages two celebrated frameworks on mental activity
and agility in intelligent actions outlined in Fig. 1. The first framework shown in Fig. 1(a) is that of the levels of mental
activities humans are capable of, as outlined by Marvin Minsky in the context of artificial intelligence (AI) [1]. The second
framework shown in Fig. 1(b) depicts a modified drawing of the Observe–Orient–Decide–Act (OODA) Loop2 developed by
Colonel John Richard Boyd originally in the context of agility in military strategy, but since applied to several technical
domains such as agile software development [2]. Building on these two frameworks, next we develop our classification
of intelligent CPS as follows.

Computation and Communication Axes: Moore’s Law and Metcalfe’s Law. Over the past four decades, thanks to
Moore’s Law [3], availability of fast, reliable, and cheap compute power has enabled us to embed increasing sophisticated
intelligence into our physical world. At the same time, advances in communication technology, for example, the
upcoming fifth generation (5G) communication standard, have interconnected and networked such smart systems, and
are continuing to promise faster and more reliable communication with higher throughput and lower latency. Thanks
to this interconnectivity, Metcalfe’s Law [4] states that a system can derive value not just from itself, but from being
connected to others in a networked system of systems.

1 http://arminstitute.org/.
2 https://en.wikipedia.org/wiki/OODA_loop.

http://arminstitute.org/
https://en.wikipedia.org/wiki/OODA_loop
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Fig. 2. Proposed CPS feature classification.

Computation and communication dimensions form the two axes in our classification scheme sketched in Fig. 2, where
individual systems, that is, Cyber-Physical Systems (CPS), as well as their ensemble counterparts, i.e., Cyber-Physical
Systems of Systems (CPSoS), are classified. Note that a system of systems is an ensemble of a finite number of components
that individually can be considered as a system in that they can operate independently and perform some task, but
offers more functionalities and a better performance than simply the collection of its constituent systems thanks to their
integration.

1. Instinctive Reactions: Automatic and Distributed Systems. Instinctive Reactions is the simplest level of mental
activity that humans and even animals are capable of. It involves our reflexes and our innate primal instincts that
help us survive, for example, looking towards a source of sound, or closing one’s eyes when confronted with bright
light.
Analogously, traditional automatic control systems, such as an inverted pendulum, simply sense and actuate the
environment. The sensing and actuation is limited to physical quantities such as voltages and currents, and the
systems typically do not associate any higher semantic meaning with these quantities. They simply automatically
implement a pre-determined control strategy, that is, close the simplest Observe–Act loop on the environment.
Ensembles of automatic control systems form distributed control systems [5,6]. Together, these two classes form
the baseline level of instinctive intelligence in traditional CPS.

2. Learned Reactions: Adaptive and Connected Systems. Learned Reactions is the next level of mental ability that
builds on instinctive reactions and introduces the ability to learn patterns from historical information, for example,
identifying the shape of a ball or the sound of a car.
In addition to the instinctive intelligence that involves sensing of physical quantities, adaptive CPS further introduce
a layer of perception enabled by the use of pattern recognition over the sensory inputs. Examples in this category
include Advanced Driver Assistance Systems (ADAS) that detect a lane and steer to take a corrective action on lane
departure, or detect the car or a pedestrian in front and apply emergency brakes to prevent an impending forward
collision [7,8]. Such systems are thus able to assign a higher meaning to the sensed inputs, such as a lane or a
vehicle in front, effectively adding the Orientation step in the Observe–Orient–Act loop.
Ensembles of adaptive systems form the class of connected CPSoS. Here, following Metcalfe’s Law, such CPSoS, for
example, a fleet of vehicles, can leverage connectivity and share a better classification approach learned by one car
with the entire fleet.3 Together, these two classes of adaptive and connected systems form the next level of learned
intelligence in CPS.

3. Deliberative Thinking: Autonomous and Collaborative Systems. Deliberative Thinking is a yet higher level of
mental activity that humans and only some advanced mammals are capable of, for example, planning a sequence
of steps to execute a complex task, or figuring out what to do in a new situation never encountered before.
Autonomous systems such as the Mars rover, unmanned aerial/ground/underwater vehicles, fully-autonomous cars,
and so forth, are not only automatic and adaptive, but they are also capable of deliberative decision making. In
addition to sensing and perception capabilities of the learned level of intelligence, such systems also assign a higher
meaning to a control action, for example, a lane-change maneuver being a step towards a larger goal of reaching a
desired destination. These systems can therefore deliberate on whether or not to take a particular action based on a
number of criteria, such as, whether it is necessary, optimal, safe, and so forth. This added Decision step effectively
closes the entire OODA loop over the environment.
Collaborative CPSoS comprise of a number of collaborating autonomous CPS that deliberately work together towards
a common objective. Together, these two classes of autonomous and collaborative systems represent the highest

3 https://www.recode.net/2016/9/12/12889358/tesla-autopilot-data-fleet-learning.

https://www.recode.net/2016/9/12/12889358/tesla-autopilot-data-fleet-learning


150 F. Allgöwer, J. Borges de Sousa, J. Kapinski et al. / Nonlinear Analysis: Hybrid Systems 34 (2019) 147–165

deliberative level of intelligence currently under research and development that will be deployed in tomorrow’s
CPS.

The more advanced uniquely-human levels of mental abilities that involve reflecting upon an action and on oneself,
shown in a darker shade of gray in Fig. 1(a), are an active area of research within computer science, for example, the
so-called Artificial General Intelligence (AGI) [9], and as such are yet to make their way into CPS.

We next outline a sampling of some key domain-independent exemplar challenges facing various classes of CPS and
CPSoS. The objective is not to be exhaustive, but to give a sense based on the classification presented above. We omit
the baseline categories of automatic and distributed systems and focus on the future challenges in CPS brought about by
adaptivity, connectedness, autonomy, and collaboration.

1. Adaptivity and connectedness challenges. When applying learning methods to a safety critical CPS, one has to
ensure that in the learning phase the system is kept operating safely. Providing formal guarantees that learning
is safe is a major research grand challenge that involves several sub-challenges. Formally specifying a learning
objective is a challenge in itself, for example, specifying a ‘pedestrian’ for a perception task in terms of what it
‘looks’ like in a variety of sensing modalities such as image, video, LiDAR, and RADAR data. Moreover, today’s AI
functionality is mostly being developed as a black box, which provides little insight into how the inputs affect
the outputs. This results in corner cases where a slight perturbation to the input images can lead to an entirely
different classification outcome. Developing a symbolic or computational notion of input–output mapping for such
systems would be a step towards interpretable, explainable, and in turn verifiable AI elements, and ultimately the
corresponding adaptive CPS. Verifying or testing self-changing artifacts will be a key certification challenge for
commissioning of such adaptive systems.
In case of connected ensembles, which combine learning with connectivity, the data necessary for learning can come
from different connected CPS within a CPSoS. Connected CPSoS must also continue to operate safely regardless of
loss of connectivity, and an important resiliency challenge is to architect systems such that critical paths of operation
do not depend on connectivity, or at least tolerate intermittent connection. For internet-of-things systems we
already see such an architectural tradeoff between cloud computing, edge (or node) computing, and fog computing,
but doing so for a connected CPSoS would involve an additional set of challenges brought about by the need for
real-time guarantees and other physical constraints. Additionally, safe interpretation of data originating from other
CPS within a CPSoS must be guaranteed especially in presence of possibly-malicious actors, which is an important
security (and conversely, safety) challenge.

2. Autonomy and collaboration challenges. Because autonomous CPS possess the ability to deliberate on an action,
they will need to assess risk online and decide whether a planned action is safe. This will be an important real-time
autonomy and safety challenge for such CPS.
Autonomous CPS will need to work with humans and at times hand over control (possibly remotely) to a human
operator, for example, during critical moments of operation, or when operating in a resource-constrained mode.
Nontrivial interaction with humans, for example, an autonomous vehicle communicating its intent to a human
driving an oncoming vehicle, or giving up autonomy and control over to a human operator without causing an
undesired unsafe outcome will be a usability and human factors challenge of paramount importance for the utility
of such systems [10].
For collaborative ensembles, collaborations between autonomous CPS are likely to form and dissolve at runtime,
for example, initiate a vehicle-to-vehicle (V2V) communication when nearing an intersection, and exiting the
collaboration once a successful avoidance maneuver is completed. Ensuring safety of ad hoc rules for gracefully
entering and exiting such a collaboration so as to not leave the CPSoS in an undetermined, undesired, or unsafe
state afterwards will be important.

The following sections take a deeper dive into domain-specific challenges in manufacturing, automotive, underwater,
and energy domains.

3. Manufacturing systems

In this section, the classification introduced in Section 2 will be applied to the changes and upcoming developments in
manufacturing systems in order to point out the research topics in the CPS field for the next level of industrial production.
The current changes in manufacturing systems are summarized under the term ‘‘Industry 4.0’’, which was introduced by
the German government that started the strategic initiative Industry 4.0 in 2011 with the goal to prepare the German
economy for the future [11]. Similar programs have been initiated in subsequent years by other governments under,
partly, other names like for example ‘‘smart manufacturing’’ [12].

In analogy to the first three major leaps in industrial production, namely mechanization through steam power, mass
production through the introduction of the conveyor belt, and automation with programmable logic controllers and
industrial robots, the growing computation power and most importantly the interconnection of industrial production units
is considered the next industrial revolution. This time the revolution is predicted in advance allowing for a systematic
development and a theoretic foundation of the new industrial environment. The goal of Industry 4.0 is to realize the
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production of small lot sizes at the cost of mass production. This shall be achieved by real-time optimization and optimal
coordination of the factory and its inventory, as well as the coordination with suppliers and customers. In this process,
the existing production facilities, which can mostly be classified as automatic in the sense of Fig. 2, are developed into
connected or collaborative manufacturing units. The machines themselves evolve into CPS, whereby the manufacturing
systems become Cyber-Physical Systems of Systems (CPSoS). Among other things, intelligent and flexible production units
have to be developed that need to cope with the Autonomy Challenges introduced in Section 2. They have to be able to
integrate themselves into existing production systems and react to changes in the production process [13].

In contrast to the existing industrial machinery, the newly available machines have the capability to communicate
in real-time and to process and distribute large amounts of sensor data, which they acquire through sensing and
interaction with their environment in the Observe–Orient–Act loop (cf. Fig. 1(b)). In combination with their computational
capabilities, which are already present in today’s machines and are steadily increasing, they fulfill all the criteria to be
classified as connected Cyber-Physical Production Systems (CPPS) [14], which are able to react to their environment and
adjacent production units. Since the industrial processes being executed by the machines are mostly continuous and
the decisions to be made are discrete changes of the state and the behavior of the machines, they can be described as
hybrid systems. This already hints at the importance of the CPS community and the hybrid systems community for the
development of Industry 4.0. In order to underline the relevance of cyber-physical and hybrid systems in this highly active
research direction with great practical importance, we will briefly describe some important challenges and open problem
that arise from the goals and visions of Industry 4.0 and the newly available technologies.

Research challenges
The interaction of machines through communication allows for more flexibility of the production system and thereby

enables faster reaction to the market, as well as self-reconfigurability in case of defective machines and robots. However,
the new flexibility does not directly lead to improved efficiency and cannot simply be exploited, but comes with a set of
challenges. The intelligent agents are thought to evaluate their possibilities autonomously. They are being developed to
be increasingly self-aware [15], meaning that they make deliberate decisions on their own and thereby are on the mental
level of Deliberative Thinking in the sense of Fig. 1(a). This involves decision processes which have to be developed
and are already challenging for a single autonomous system that has to adapt to a changing environment. Through
the interconnection of multiple units, this task becomes even harder and might lead to undesired and unpredictable
collective behavior which has to be prevented by a profound analysis of the underlying systems and their interactions.
For a single CPPS, the flexibility of its hardware part can be used by processing its sensory information with the help
of suitable software tools, which might be challenging on its own due to the large amount of sensor data. Through the
possibility of deploying different software, new possibilities for the single system arise and might unlock novel capabilities
of existing machines. When combining multiple CPPS collaboratively, each with its own versatility, the degree of flexibility
increases once again demanding a systematic approach in order to be manageable, and requiring even more elaborate
capabilities of the single systems. Thereby the problem of the unproportionally increasing amount of data becomes
more prominent, requiring special techniques from data sciences and big data analytics. On the other hand only such
an elaborate collaboration allows to exploit the benefits proposed by Metcalfe’s Law as presented in Section 2.

The communication between the machines and possibly a central controlling unit brings further challenges. Com-
munication links might be lossy, delayed and have a finite transmission rate, leading to the presence of outdated or
missing information. For systems being dynamically coupled through a shared task or process, this can have devastating
effects, if it is not considered appropriately [16]. To this end, methods from the field of control of/over networks can
be applied, by explicitly considering the communication medium. Current developments in this field consider multiple
approaches to compensate the limitations of the network. For example Time Sensitive Networking methods and dedicated
strategies, when to transmit a signal, are used to limit the demand on the communication network [17], and strategies
are investigated to preserve important system properties like observability and controllability despite the presence of
an imperfect signal transmission over a network [18]. Through innovations in network technology and with the advent
of the fifth generation of wireless systems (5G) that will lead to ultrareliable and low latency communication, feedback
control over networks becomes possible where currently cables have to be used due to the strict requirements on the
signal transmission [19]. This adds a new degree of flexibility in the design of manufacturing systems.

Cyber security is another widely discussed issue which arises directly from the interconnected nature of Industry
4.0 and the fields presented in the following sections, especially energy systems, which are a critical component of our
society infrastructure. Through the communication between agents, several (probably sensitive) data are exchanged. For
a company it is crucial to keep this information secret in order to secure their know-how and possibly critical data about
their customers and suppliers. On the other hand it is at least as important to prevent intruders from influencing the
physical processes through malicious signals they might try to send to the machines. Otherwise, they might be able to
stop the manufacturing process completely or even physically damage the production facilities. With the development of
cloud control, attacks of this kind might become possible and detection mechanisms, defense strategies as well as resilient
control techniques need to be developed and are already in the scope of the CPS community [20–22].

During the execution of a manufacturing process, continuous dynamics will come into play, which can affect the
discrete decisions to be made and render the overall set-up into a hybrid system. In classical manufacturing the
process dynamics are controlled separately and are very well understood. However, through the combined control of
the continuous process and the discrete decisions, the overall manufacturing system can be improved once again. This
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consideration of the hybrid system bears new challenges that have to be overcome. Here, the hybrid systems community
has a great chance to contribute, even with existing methods and techniques. On the other hand new challenges for
the hybrid systems community arise through the current industrial developments, especially through the connection
of multiple systems, be it through a common continuous process to be handled, or through discrete events triggering
subsequent processes.

An important topic on its own is human–machine interaction [23]. It is generally accepted that humans are superior
to their robotic counterparts when performing certain complex tasks and humans allow for more flexibility due to their
possibilities on the higher levels of mental activities as shown in Fig. 1(a). Therefore, the vision of Industry 4.0 involves
an effective interplay between humans and robots in order to exploit the strengths of both of them. There exists a wide
range of methods and technologies that are being developed reaching from soft casings of robots and the increasing
usage of additional sensors to new ways how humans and robots can communicate and interact [24,25]. This moves the
human into the control loop, either as additional controlling agent or as part of the process being controlled. In order
to exploit the potential of this interplay, a model of the human behavior, or a description of the way a human interacts
with a specific process, are possible approaches. Current efforts on mathematical modeling human behavior are still on
a fundamental level and specific for certain tasks [26]. However, control strategies are developed that allow collaborate
interaction between robots and humans. As an example, the control strategy in [24] is based on an admittance-type
controller and role allocation between a human and a robot that renders the robotic behavior understandable for the
human. More phenomenological approaches that aim at enabling robots to interpret human behavior show improvements
in human–robot interaction as well. Though being from various scientific fields, they come to the common conclusion
that the solution to this challenge is not straightforward [27]. Hence it is still a long way until machines and humans can
seamlessly cooperate and become an integrate part of a collaborative ensemble of CPS in manufacturing scenarios.

Concluding remarks
As a short conclusion one can state that Industry 4.0 is coined by the emergence of CPPS, which are triggered by discrete

events and decisions, handle continuous processes, and offer great flexibility through their collaborative possibilities.
Referring to the classification introduced in Fig. 2, the majority of existing production systems can be classified as
automatic units emerging into collaborative CPS through increasing computation and communication capabilities. At the
boundary to different fields like robotics, control theory, and computer science, the cyber-physical systems community
as well as the hybrid systems community can have a major contribution in this development.

4. Energy systems

Historical power system: An emblematic example of system of systems
Electrification is considered by the National Academy of Engineering in USA as the greatest engineering achievements

of the 20th Century.4 This academy acknowledges that large power systems5 are the most complex machines ever built by
mankind. They are since their creation the most emblematic examples of system of systems: thousands of large generating
units interacting with millions of electrical loads through long distance connections (electrical grids).

The electricity as such was not easily storable and the balancing between electrical supply and demand had to be
ensured almost instantaneously (in a time window of few seconds). This challenging issue was elegantly solved using the
synchronous generator6 producing alternating electrical current and voltage. The voltage and current are sinusoidal signals
oscillating at a certain frequency (f: nominal value in Europe is 50 Hz), this electrical frequency and the rotation speed of
the synchronous generator are proportional. The speed of rotation is defined by the rotating mechanical equations [28]
J dωdt = Tm − Te, where J is the moment of inertia, ω is the rotation speed, Tm is the mechanical torque, and Te is the
electrical torque.

The rotation speed is controllable by changing the mechanical torque (e.g., for turbo alternator, changing valve position
in order to send more or less steam in the turbine). When a large population of synchronous generators is connected to
an electrical grid, they are ‘‘magically’’ synchronized thanks to the structure of their interactions through this Alternating
Current (AC) electrical grid. When an abrupt change occurs in the system, these synchronous generators are transiently
not synchronized but they generally come back to synchronous operation7 in less than a few seconds. Their rotation
speed is the image of the grid frequency which has in steady state the same value all over the system. This frequency
gives information about the system imbalance: if the frequency is larger than the nominal frequency that means that
too much power is injected in the system; if frequency is lower than the nominal frequency that means that not enough
power is injected. By measuring its rotation speed, an individual synchronous generator is aware of the system imbalance
and knows if it must increase or decrease its generating power. This is why large power systems were able to ensure
a reliable electrical supply without any complex telecommunication system and centralized control system, even if
electricity was not storable (in fact a small storage of kinetic energy exists!). Moreover, this is a very resilient distributed

4 http://www.greatachievements.org/?id=2949.
5 Power System = electrical grid with the generating units and the electrical consumption processes (loads).
6 The beginning was in the 1880s based on principles discovered in 1831–1832 by Michael Faraday!.
7 There is a limit; a loss of synchronism could occur in case of too long lasting short circuit nearby a synchronous generator.

http://www.greatachievements.org/?id=2949
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control framework, all the synchronous generators of a vast area (e.g., continental Europe: from Portugal to Poland, from
Denmark to Greece) participated in the control efforts. When an unplanned disconnection from the electrical grid of a large
generator (1 GW) occurs, instantaneously (in few seconds) all the thousand other generators automatically compensated
this lost of supply by generating individually a small additional amount of power (less than 1 MW).

This is typically what happens in system of systems when a lot of agents, physically connected (here through an
electrical grid) contribute efficiently to a common objective (here supplying the electrical loads). We can propose an
analogy with ants which could be helpful to understand the role of frequency similar to a ‘‘stigmergic’’8 channel. An ant
finds food and builds a trail by leaving traces (pheromone) in the environment on its way back to its nest; other ants
follow this trail and reinforce it by leaving more traces, optimizing the seeking of food. This is an efficient process to find
food and to contribute to a common objective.9 The frequency in a power system is similar to pheromone for the ants.
This is one of the main amazing properties of our historical AC power systems, different projects in Europe and in USA
propose to clarify these issues and to find new solutions.10

Ensuring an adequate level of reliability of a power system is not so easy while keeping costs under control. Finding the
right balance between reliability, affordability and now sustainability is very challenging and involves political decisions in
order to monetize the ‘‘reliability’’ and the ‘‘sustainability’’ [29]. In historical power systems, the ‘‘cyber’’ layer (information
and communication technologies layer) had been used mostly for optimizing the system but not for ensuring safety
or stability. Local protections and controls were very simple and implemented via analog devices. They have been
digitalized but without changing the basic concepts and their functions. For optimizing the system, slow centralized
controls have been installed using a minimal amount of remote information and actions, requiring only low performance
telecommunication systems (low bandwidth, large latency and medium reliability). The system reliability was not affected
by failures of this historical ‘‘cyber’’ layer. This is a description of the status of the ‘‘cyber’’ layer in transmission electrical
grids (high voltage meshed grid, long distance connection) of the 20th century. Now, we are living a major evolution and
perhaps a revolution in electrical grids. The term ‘‘smart grid’’ is used everywhere without a very precise definition. The
concept of cyber-physical system of systems seems a good framework to capture the essence of this (r)evolution.

(R)evolution of power systems: cyber-physical system of systems11
The electrical grids and their management become more and more complex. This state of affairs has different causes

that will not disappear in the near future.
The first reason is the massive integration of renewable but generally intermittent generation in the system. Power

flows in the grid are created by differences in the location of sinks and sources. With a significant amount of intermittent
generation, the predictability of the sources (location and amount of power injections) decreases and affects the
predictability of the flows. Furthermore, some of these new generating units are small units (e.g. photovoltaic) connected
to the distribution grid, changing the distribution grid into an active system. Moreover, Transmission System Operators
(TSOs) have a poor observability of these power injections and have no control at all over them. Another factor is the
inconsistency between the relatively short time to build new wind farms (2 or 3 years) and the time to go through all
administrative procedures to build new lines (more than 5 years everywhere in Europe). In Europe, the best locations for
wind farms are mostly along the coasts and offshore, while for photo-voltaic generation they are in the south of Europe.
Since these locations do not generally match those of the large load centers, a transmission network is required and
this network will have to cope with the variability of the flows induced by the stochastic nature of the novel generation
subsystems.

The second main reason is that it is more difficult than ever to build new overhead lines because of low public
acceptance and ‘‘Not In My BackYard’’ (NIMBY) attitude. People are more and more afraid of hypothetical electromagnetic
effects or just do not like to see big towers in the landscape and in particular in protected areas which are more and more
numerous around Europe.

The third reason is linked to the setup of electricity markets crossing the administrative and historical borders.
Generators, retailers and consumers view the transmission system as a public resource to which they should have
unlimited access. This approach has the desirable effect of pushing the system towards maximization of the social welfare
and an optimal utilization of the assets. However, this optimization is constrained by security considerations because
widespread service interruptions spanning over long periods of time are unacceptable in our modern societies due to
their huge economic and social costs. The market players perceive reliability management by the TSOs as constraining
their activities and reducing the European Social Welfare rather than as enablers of this large physical market place, as it
would be the case if the grid was a unlimited copper plate.

The last reason is that the aging of grid assets needs increasing attention. A significant part of the European grids’
assets are more than 50 years old. Asset management and maintenance in systems that cannot be stopped, are extremely

8 The biologist Grassé introduced the term ‘‘stigmergy’’ to describe the indirect information flow among the members of a termite colony when
they coordinate their nest building activities.
9 Inspired by the past European project AMADEOS: Architecture for Multi-criticality Agile Dependable Evolutionary Open System-of-Systems -

http://amadeos-project.eu/.
10 For example, the European project Migrate, https://www.h2020-migrate.eu/ and in USA, SuNLaMP: https://www.energy.gov/eere/solar/project-
profile-stabilizing-power-system-2035-and-beyond-evolving-grid-following-grid.
11 http://www.cpsos.eu/wp-content/uploads/2016/04/CPSoS-Brochure-LowRes.pdf.

http://amadeos-project.eu/
https://www.h2020-migrate.eu/
https://www.energy.gov/eere/solar/project-profile-stabilizing-power-system-2035-and-beyond-evolving-grid-following-grid
https://www.energy.gov/eere/solar/project-profile-stabilizing-power-system-2035-and-beyond-evolving-grid-following-grid
http://www.cpsos.eu/wp-content/uploads/2016/04/CPSoS-Brochure-LowRes.pdf
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Fig. 3. Digital transformation of power systems. For interpretaztion of references to colour in this figure, the reader is referred to the web version
of this article.

challenging and need to be precisely anticipated when large numbers of assets are approaching simultaneously the end
of their expected life times.

To maintain the security of the supply in this context, TSOs have to change the architecture of the system by considering
HVDC technologies and by optimizing the existing systems by adding more and more special devices such as Phase
Shifting Transformers, Static Var Compensators and advanced controls and protection schemes, taking also advantage
of the flexibility provided by HVDC links embedded in AC grids. At the same time, demand response or dispersed storage
could offer new ways to control the system, even if business models and costs are still questionable. But in any case,
how to use these flexibilities will require a rethinking of historical operating practices where grid operators made the
assumption that the load is an uncontrollable exogenous stochastic variable.

All this evolution is transforming power systems in CPSoS. The ‘‘cyber’’ layer is going to play a key role in the
system reliability. Indeed, more and more controls are embedded in subsystems which become ‘‘intelligent’’ and partially
autonomous. The system behavior will be imposed by the interactions between these ‘‘intelligent’’ agents driven by local
software (blue triangle in Fig. 3) rather than by physical laws.

One example: the transformation of distribution grids (last miles grid at low voltage level; generally operated in a radial
mode) in active distribution grids. More and more generating units are connected to these distribution grids and possibly
some electrical batteries. Moreover, demand response programs try to encourage consumers to adapt their consumption in
order to ‘‘help’’ the system. More and more controls are installed in the distribution grids which transform them in active
systems. In the past, distribution grids were ‘‘passive’’, in the sense that they were reacting to electrical signals following
physical laws. The amount of consumed power was stochastic but for example the relationship between the consumed
power (P) and the voltage magnitude (V ) was captured sufficiently accurately by simple aggregated models. The typical
behavior of a resistive load is P = V 2/R where R is the resistance. In case of a sudden decrease of the voltage magnitude
V , the consumed power P will decrease, this feedback helps the system and brings robustness. After this fast transient,
the consumption process was changing very slowly the resistance (R) to keep for example a required temperature or
will last a bit longer in order to consume a given energy. Tomorrow, the voltage magnitude in distribution grids will be
controllable thanks to all the connected power electronics but if these controls are too fast, the consumed power will be
constant and we will lose the helpful relationship between the consumed power and the voltage magnitude. A too local
design of controls in distribution grid could have a disruptive impact on large power systems [30].

The ‘‘cyber’’ layer ensuring the system reliability must be designed carefully using the CPSoS approach. We must pay
attention; the emergence of possible negative impacts could occur when a certain critical level of penetration of new
devices and processes will be reached. It is not easy, we must review our historical approach in order to specify behaviors
which were yesterday imposed by physical laws and did not need any specification and which will be tomorrow defined
by software in local controls.

Research challenges
We shall discuss next some topics in power systems that present open issues and research challenges that require a

joint effort of the control, computer science and optimization communities to be addressed, by taking advantage of some
recent results and solution methods developed by these communities.

The first topic is related to approximation and to reduction of large complex systems, which are indeed mandatory
steps in order to design control strategies for power systems.

A big challenge is to introduce stochastic aspects in reduction and approximation methods. Different approaches has
been proposed (see e.g. [31–33]) but there are no attempts to the best of our knowledge to apply these methods to
large power system problems. Moreover, open questions remain when the actual system is a continuous time hybrid
stochastic system possibly unstable in open loop (before the design of controls which requires precisely this reduced
representation). Even numerical simulation of continuous stochastic differential equations is not trivial, in particular how
to select the integration time step (see [34]), especially for unstable systems. It seems that a new class of approximations
should be defined in this context.
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Another challenge is to extend the validity domain of reduced models. Improvements in telecommunications (afford-
able, reliable, large bandwidth) offer more and more opportunities to use remote signals to design wide-area controls
which could have some interesting applications for large power systems. However, the current approaches performing
reduction of large power system, even in the limited case of small signal stability (linearized model), are just preserving
‘‘dominant’’ poles of transfer functions but offer no guarantees on the zeros. In particular, non-minimum phase behaviors
could be not preserved or fictitious ones could be introduced. This is a critical issue when one wants to use the obtained
reduced model to design wide-area controls. Some preliminary work [35] addresses this issue focusing on a specific
dynamics (‘‘swing dynamics’’) and proposing an approach based on the properties of the underlying graph which is rather
specific for power systems (sparse, quasi choral).

Power systems are large systems of systems, which have been controlled by hierarchical controls since their emergence,
but in the past and until recently local controls were quite simple and the hierarchy was limited to two or three levels.
Nowadays, the energy transition pushes towards more and more dispersed generation and distributed controls. The upper
layer of controls must be aware of the existence of ‘‘intelligence’’ embedded in the edges.

Approximation methods used in the upper layer of controls must take into account the ‘‘cyber-physical’’ dimension:
not only open loop physical systems but also all embedded advanced controls including switching behaviors. This is
largely an open problem. In power system, decision making was based on open loop optimization defining an optimal
trajectory followed by simple local controls. New intermediate closed loop controls are currently implemented to deal
with the increasing amount of uncertainties due to massive integration of renewable energy generators. But still some
decisions have to be taken in advance because of the time needed for some actions to be implemented. For instance, one
must decide at least eight hours in advance if a thermal power plant must be connected the grid to ensure the secure
operation of the system, or one must decide if postponing some maintenance work causing disconnection of power lines
based on the interaction with day ahead and intraday electricity markets.

We can propose a simplified formulation for these decision making problems, which still can be very challenging to
solve, even when the ‘‘cyber’’ dimension is considered in an abstract and ideal way. Providing a detailed and concrete
application example is out of scope for this position paper. We next introduce a simplified formulation that gives the
essence of most of the decision making problems in power systems.

Given a system with state variables xt and yt governed by the differential–algebraic system of equations⎧⎨⎩
dxt
dt

= f (xt , yt , wt , up(t − τ ), uc(t))

g(xt , yt , wt , up(t − τ ), uc(t)) = 0
(1)

where wt is a stochastic non-stationary process parameterized via Θt and uc represents local controls and advanced closed
loop intermediate controls, we can look for a ‘‘preventive’’ (open loop) trajectory for the control input up by minimizing
some finite horizon cost J over [0,T], while taking into account delays (τ ) for its implementation and physical constraints
on the system. We can then formulate the following chance constrained optimization problem

min J(up,[0,T−τ ])
subject to:
system dynamics (1)
uc(t) = φt (x[0,t], y[0,t], up,[−τ ,T−τ ])
ProbΘt

{
h(xt , yt , wt , up(t − τ ), uc(t)) ≤ 0

}
≥ 1 − ϵ

t ∈ [0, T ]

where φt is the control policy for determining uc , and ϵ is the allowed (small) risk value.
This problem is very difficult to solve even for small size system with simple dynamics and impossible for large power

systems. Some approximation must be performed but guarantees are still desirable. For example, one should introduce
an approximation that is conservative, so that the actual risk is not larger than the defined admissible risk value ϵ.

Another important aspect is the control of large population of devices or agents with a partial autonomy. Game theory
is certainly a relevant framework to address this issue. In fact, the behavior of individual agents/devices could become
less and less predictable and even not well understood. Well defined contracts should push individuals to adapt their
behaviors to some signals (incentives, prices, . . . ). A reasonable model should be defined to analyze the system behavior
at the population level.

For power system, aggregative game [36] and mean field game [37] seem interesting approaches but there is a key
dimension in the management of system sharing limited physical capacities among a large population of users: during
normal operation, the uncorrelated or the anti-correlated behaviors of the agents allows to have physical capacities lower
than the sum of the maximum capacity used at any time by any agent. In telecommunications sector, it is called the
‘‘multiplexing gain’’. We understand that the modeling of the heterogeneity in the population is critical, this heterogeneity
affects also parameters driving the dynamic behavior of the agent and the addition of any type of additive noise seems
not fully relevant. This is an open question.
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Other related challenges are: the assessment of possible synchronization among agents, the design of mechanisms to
try to avoid this synchronization and in the last recourse, in case of unavoidable synchronization,12 mechanisms must be
defined to avoid a total system collapse in case of lack of capacity (cascading failures for power system leading to large
blackouts). This is called ‘‘blocking’’ in the telecommunications sector.

Performing a relevant approximation requires to define the meaning of ‘‘relevant’’ and obviously the approximation
should depend on the problem. In this context, we need to improve the formal definition of requirements as discussed
in Section 7. This should go beyond classical stability requirements; Signal Temporal Logic and possible extensions to
probabilistic STL [38] offer generic formal frameworks to improve the definition of these requirements. For security
assessment (what is the largest perturbation that the system could endure?) and optimal control, we must deal in power
system with non linearity and non convexity. Since decades, energy based methods (Lyapunov like methods) have been
proposed but using simplistic unrealistic modeling assumptions which are not usable in practice. New ideas based on finite
time reachability (occupation measure [39]) seem more relevant and could propose guaranteed conservative assessments
even if the scalability to tackle large systems is still questionable and should be associated to dedicated approximation
methods.

Machine learning approaches are very fashionable nowadays and they could be useful to provide ‘‘optimal’’ operating
points but generally these methods cannot provide any certificate. When we want to design a control strategy, we must
be sure that the output–input relationships are really causal and not only reflecting spurious correlations which could be
destroyed by a new control strategy [40]. We must understand that we have to deal with two different questions; the first
one: how to keep the physical quantities within acceptable ranges (feasible domain) or to bring back the system states
in the feasible domain after a perturbation? and the second one: how to find an ‘‘optimal’’ operating point in the feasible
domain? For the first question, we must have guarantees because the system cannot survive (explosion, destruction,
cascading failures, . . . ) outside the feasible domain.

The ultimate solution should be a mixture of different approaches in order to tackle the increasing complexity of large
power systems.

5. Automotive systems

Typically, a large portion of the development of classical embedded software functions in the automotive context can
(in a simplified fashion) be seen as consisting of controller design, implementation and parametrization with the goal
of meeting certain safety and performance requirements. Given a set of actuators and a set of sensors, and an execution
platform with performance constraints, the goal typically is the design of a controller fulfilling various safety, stability and
robustness constraints. Driven by the need to limit the number of sensors in a car and the computational cost, physical
models are used as observers, taking the role of virtual sensors for quantities that are not physically observable, or inside
model based controllers to improve control performance.

In Fig. 1(b), this setting either corresponds to the Observe–Act loop, or to the Observe–Orient–Act loop if there is some
adaptive component to the controller. Such systems can exhibit features of adaptivity or distributedness, but usually exist
in the four left quadrants of Fig. 2, and the automotive industry has great amount of experience of bringing such systems
to the market meeting safety and performance requirements. Examples for such systems include engine control functions
(e.g., airflow control via throttle valves, injection rail pressure control, engine torque control), vehicle stability functions
(e.g., vehicle stability control, anti-lock control, steering control), electric network control (e.g., control of battery charge
levels), among others.

With the strong push towards automated driving functions the scope of the problems to be solved are expanding
considerably. It is generally accepted that the validation of driving functions with a high level of automation in complex
environments is simply not feasible by collecting data in an unstructured fashion and then invoking statistical arguments.
For instance, as stated in [41], to show that an automated vehicle causes 20 percent less fatalities than a human driver,
with a confidence of 95 percent would require 8.8 billion miles to be driven without accident, and this would be true
after every software changes. Therefore, the use of formal arguments to reduce this complexity is a necessity.

Formal arguments for this class of problems will have to relate to many classes of models. Machine learning-based
perception is currently indispensable, and there is a general tendency to rely more strongly on data based (as opposed
to model based) approaches. Since this a shift from considering a single CPS to CPSoS, there is the necessity to master
complex interactions between ensembles of agents, and to interact with humans with all their unpredictability. This poses
great challenges to CPS theory to expand beyond the classical embedded system into other domains.

Classical control problems
For classical control applications, system-level specifications typically represent some form of constraints restricting

the admissible system traces over time. Furthermore, a single specification will only refer to a very limited number of
(typically physical) quantities, on which a certain behavior is imposed. This may be a simple safety property (‘‘The quantity
must stay within x of a reference value’’), a stability property (‘‘The controller must not produce unstable oscillations’’),

12 An example: millions of people charging their electrical vehicles at the same time because a hurricane is coming and they obviously want to
drive away.
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or more complex temporal properties (‘‘After a change in set speed, the actual velocity of the vehicle must reach the new
set speed with tolerance of x within t seconds, and overshoot the new set speed by less than y’’). Formal specification, for
example in signal temporal logic [42], while often not straightforward, is generally possible. Formalisms geared towards
this problem exist and can be used. However, the challenge of how to come up with correct specifications, in the sense
that they capture the intention behind the requirement correctly, is still open and discussed in detail in Section 7.

Classical control systems in the automotive domain can be seen as an instance of hybrid dynamical systems on some
abstraction level, (i.e., leaving out implementation details like schedulers determining the exact computation times). The
relevant physical effects are typically well understood and can be usually be modeled using some form of differential
or algebraic equations (ODE, PDE, DAE), potentially with some form of switching yielding a hybrid system. If a suitable
physical model is unavailable, typically data based models (i.e., lookup tables) are supplemented. Also, effects like sensing
disturbances are typically well enough understood to often be representable as stochastic distributions. Of course, some
challenges still remain open, like efficient parametrization of these models from measurements or coming up with models
that are simple enough to be amenable to formal methods and yet close enough to reality to be valid. However, it seems
that hybrid dynamical systems are a suitable modeling framework for this class of problems.

Autonomy
For automated driving functions, this is only a part of the solution, however. For instance, specification for an automated

driving function for urban contexts would at least require: formalization of (various) expected behaviors of other agents
which our function assumes, formalization of the rules of interaction between traffic participants (this includes the
actual traffic rules), protocols and rules of interaction for situations when these rules are incomplete, formalizations
on the expected reliability of complex sensors (e.g. video with convolutional neural networks for object detection and
classification), formalization of the road layout, and so on. This is true even if the property to be shown is only the
global absence of collisions and not a complex performance requirement: here, the complexity of specification lies in the
precondition, i.e., in the situation when we actually can guarantee that our vehicle can avoid a crash.

A specification formalism for this domain would at least require: (1) a temporal component, to describe the expected
evolution of behavior over time, (2) a spatial component, to describe the locations of objects and their relation, as well as
the shape of the roadway, (3) an epistemic component, to describe the knowledge about other agents and their intentions,
(4) a predictive component, to describe possible future behaviors of physical objects, knowing their past behaviors, and
(5) fault models, in particular for perception components, to describe the assumptions on faults under which guarantees
can be made. While modeling paradigms for most of these components exist, combining them in one framework in such
a way that the models are still natural and comprehensible is a difficult challenge. Furthermore, the question of how
useful fault models for machine-learning based perception components should look like is still open at this point. Image
distortion can cause a misclassification of perception systems based on AI, [43].

There already is research work leading in the direction of such a formalism, e.g., for the description of geometric
properties in static scenes [44], for the description of driving scenarios [45], or for high-level planning in combination
with temporal logic [46]. Also, there are initiatives like OpenDrive13 or OpenScenario14 which aim at the development
and standardization of languages for describing single traces of traffic participants, for use with simulation tools. Also,
graph-based models (e.g., Milner’s bi-graphs, as discussed in more detail in Section 6) can be used to express logical and
spatial relationships between agents. However, a formalism with a maturity that allows industrial use as a specification
language for automated driving systems, combining all or most of the necessary modeling elements, does not exist at this
point in time.

Conformance
In autonomous driving applications, the requirements with respect to model accuracy can be expected to increase as

well. The sheer complexity of the verification problems means that very likely some aspects of the safety argument will be
dealt with at runtime, by using potentially complex physical models. This means that the safety of the passengers hinges
directly on the quality of the models. Key techniques here are online decision making and runtime monitoring based on
hybrid systems models, as well as coverage based arguments about model validity.

Online decision making based on hybrid system models can for instance be based on the behavioral prediction of other
actors (e.g., physical models, models of human behavior, blame in case of accidents), which can be obtained through
the use of hybrid system models (e.g., using reachability analysis [47,48]). If the models that are used are correct, this
would entail a correct-by-construction approach, significantly reducing testing effort. Since this correctness assumption
still needs to be validated, the testing effort would actually be shifted towards model validation, which is hopefully a less
complex problem.

Runtime monitoring (e.g., synthesized from theorem provers as in [49]) can then be used to check the validity of a
model online, and reacting accordingly once the observations do not fit the model. For instance, it would be possible to
then switch to more permissive predicted dynamics of other traffic participants, if the measurements do not conform to
the original model, at the price of having to make more conservative control decisions. This would again reduce the effort
required for model validation.

13 http://www.opendrive.org/.
14 http://www.openscenario.org/.

http://www.opendrive.org/
http://www.openscenario.org/
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Nevertheless, there is a strong need for methods to argue the quality of models based offline on a finite number of
measurements as well. This is also true for the classical control domains, but the more prevalent use of models in safety
critical contexts makes this even more crucial for autonomous systems. In fact, this step can be seen as a necessary data
based first step in the overall verification chain which should be treated as formally as possible. Clearly, testing a model
through measurements can never be truly exhaustive. However, the assumptions under which a set of measurements is
considered sufficient to argue the model quality should be as formal and as explicit as possible.

Research challenges
In summary, the shift towards automation in the automotive industry poses a number of challenges for the cyber-

physical system community not only on the practical but also on the theoretical side, as gaps between theories and
research communities need to be bridge to arrive at formal frameworks that scale to this class of problems. In particular,
these include: coming up with unified modeling and specification frameworks capturing both autonomy aspect and
classical control, arguing about machine learning based system components in a formal fashion, and arguing about the
quality of the models on which formal arguments are based. It seems that all of these point are a necessity in order to be
able to argue the safety of highly automated driving.

Some concrete open research questions that lie with direct connections to the hybrid systems domain are

• What is a suitable modeling formalism for autonomous systems encompassing, among others: physics, constraints
implied by structured environments (e.g., complex road layouts), assumptions, guarantees and interaction protocols
between agents, perception uncertainties, occlusions, etc.?

• How can such models be used for the systematic testing of an autonomous system? Can we employ these methods
to determine good strategies for this?

• Can we use such models to build systems that are safe-by-construction to some extent? Are there efficient runtime
monitoring algorithms to detect situations when model assumptions are violated to support the safe-by-construction
argument?

• How can we rely on such models to argue the safety of systems, in particular, how do we show the adequacy of the
models used, in a manner that is as rigorous as possible? This includes for examples techniques for coverage metrics
relative to explicit assumptions on the system or statistical arguments on model quality.

Answers to any of these questions would be key enablers for the efficient development and verification of autonomous
systems. Some of these questions have been addressed in the literature as witnessed by recent books as, e.g., [50–52].
Still, additional effort needs to be spent to provide a thorough answer.

6. Marine systems

Marine robots
Marine robots come in several shapes, sizes, configurations, and categories. Autonomous Underwater Vehicles (AUVs)

are unmanned, untethered, submersibles. Autonomous Surface Vehicles (ASVs) and Unmanned Air Vehicles (UAV) are,
respectively, their surface and air counterparts. Remotely Operated Vehicles (ROVs) are tethered submersibles, remotely
controlled from a ship or shore by a skilled pilot.

Key technical specifications for marine robots include endurance, size, payload, range, communications, and navigation
capabilities. Endurance is highly constrained by the limitations of current energy storage technologies. The size of
the vehicle typically constrains the payload and energy storage. Power and size are the major limitations for payload
integration. Range depends not only on endurance, but also on the mission profile. Communication and navigation
capabilities determine the level of human intervention, the practical endurance, and the usefulness of the vehicle.
Underwater navigation is very challenging because GPS is not available underwater. Communications are necessary for
operating the vehicle and retrieving information from it. Above water communications typically rely on radio technology,
with line-of-sight limitations imposed by the curvature of the Earth. Underwater communications have relied mostly on
acoustic communications, in spite of recent advances in optical communications.

Heretofore, most robots have been automated but are not autonomous, as one could infer from the used acronyms.
Autonomy basically means that decision-making takes place on-board without human intervention. In other words, in
autonomous vehicles the typical Sense–Decide–Act cycle is intrinsic. This is in contrast to what happens with automated
vehicles, where Sensing and Acting are mediated by scripted control procedures. In fact, full autonomy is still not feasible
today; vehicles still lack the sensing and decision-making capabilities required for that purpose. This is partly why the
concept of mixed initiative operation was introduced in the last decade. In this concept, human operators are part of the
planning and control loops of the robot.

Ocean challenges
The oceans are, in fact, a ‘‘fragile’’, yet remote, thin layer of water, with an average depth of 4km in a planet with

a 6000+ km radius. This is why there is a pressing need for a sustained, persistent, and cost-effective presence in
the oceans that will help us to understand and monitor how key issues such as climate change, ocean acidification,
unsustainable fishing, pollution, waste, loss of habitats and biodiversity, shipping, security, and mining are affecting global
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Fig. 4. Networked marine systems.

ocean sustainability and stewardship [53]. Equally important is the development of systems and technologies that will
allow us to explore and exploit the ocean in a sustainable manner.

Marine robotics holds the key to a sustained presence in the ocean [54]. But this is not a trivial task. It requires inno-
vative approaches to systems development, operations, and management that can only be achieved with an incremental
and multi-dimensional approach with the following characteristics: (1) the development of new robots with new sensing,
communication, computation and energy storage capabilities, as well as intervention capabilities, in addition to high
levels of autonomy; (2) the development and deployment of fleets of marine robots for persistent and/or specialized
ocean operations; (3) the networking of existing systems, including manned assets, and new marine robots for large scale
synergistic operations; (4) the development and deployment of interoperability standards with support for cyber-security
to prevent unauthorized access to infrastructures; (5) the development of new concepts of operation to address different
types of applications ranging from security and defense to environmental monitoring; and, (6) the development of new
organizational frameworks to manage and coordinate the system(s) of systems, and the associated services, that will result
from these networking trends.

Future marine operations
The future of marine operations will be significantly different from the current state-of-the-art. Marine robots are

already delivering new capabilities, but this is just the beginning. Recent trends, such miniaturization of sensors and
computer systems, energy harvesting from atmospheric/ocean phenomena, power sources with increased energy-density,
and increased subsystem standardization and modularity, will have transformational effects in the future. Another
significant trend is towards increased system autonomy via new command and control frameworks that facilitate
integration of marine robots into higher-level marine systems.

Fig. 4 presents a preview of future marine operations. These operations will typically involve multiple manned and un-
manned assets, as well as human operators, interacting over inter-operated underwater and above water communication
networks, and taking place in remote and communications-challenged environments. Persistence will add another level
of complexity. This is because some assets will have to refuel at fixed or mobile docking stations. Finally, the number of
assets involved in future maritime operations is also expected to increase significantly with respect to the current practice.

Future marine operations will be about dynamic networks of manned and unmanned assets exhibiting several
distinctive features:

• Interactions among these assets will not be limited to the exchange of data and commands. Other types of inter-
actions will include: (1) Code migration to enable software updates for remote assets not in direct communication
with control stations; (2) Energy transfer and refueling will be used to overcome endurance limitations; and, (3)
Larger assets will be used to launch and recover smaller assets.

• Mobile connectivity and mobile locality. Examples of mobile locality arise when code migrates between computers
or when smaller assets are transported by larger assets.

• Assets are coordinated to exhibit organization-like properties (e.g., some assets will be in charge of refueling and
others will be in charge of data muling). These properties will be a function of the assets, of the communication
networks, and of the interactions involving these assets.

• Constant connectivity and full information assumptions will not hold because operations will take place in
communications-challenged environments.

• The actions of some assets may affect the environment in which all assets evolve (e.g., high-power radios affect the
quality of communications in the surrounding environment).
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Dynamic networks of heterogeneous assets exhibiting such distinctive features pose new specification and control
design challenges to CPS: from isolated systems to persistent dynamic networked systems [55].

Research challenges
Research in control engineering has not yet incorporated concepts such as link, interaction, and dynamic structure.

Computer scientists, in part because of the pioneering work of Robin Milner [56], were already making strides in this area
in the early 90’s. Milner’s Turing award lecture is a must-read for this reason [57]. The problem of mobile connectivity
was addressed in the Π-calculus [58], a calculus of communicating systems in which the components of a system may
be arbitrarily linked and the communication over linked neighbors may carry information which changes that linkage. It
was only one decade later, and in part because of the advent of ubiquitous mobile computing, that Milner and co-workers
introduced the theory of Bi-graphical Reactive Systems (BRS’s) [59]. The theory is based on a graphical model of mobile
computation with both mobile locality and connectivity. A bi-graph comprises a place graph, representing locations of
computational nodes, and a link graph, representing interconnection of these nodes. Mobile connectivity and locality are
expressed with BRS’s by a set of reaction rules. In this model, systems of autonomous agents interact and move among
each other, or within each other.

The BRS model is conceptually very powerful, but fails to be directly applicable to persistent networked systems
exhibiting mobile connectivity and mobile locality. This is because the place and the link graphs fail to capture the
true cyber-physical nature of these systems i.e., systems in which coupled physical and computational entities evolve
and interact. Physical entities are governed by the laws of physics, computational entities by the laws of computation.
Physical entities evolve in extended state-control spaces, may interact among themselves and with the environment,
and can be ‘‘composed’’ to form other physical entities. For example, the state of one physical entity may include the
computational and physical entities residing in it, as well as data. A physical entity may affect the environment in a
controlled fashion (e.g., using electromagnetic signals to jam radio frequencies). Computational entities interact through
communications. Computational entities may create other computational entities, and may be deleted as well. Some
computational entities may be able migrate between physical entities over communication channels or by using physical
entities as data ‘‘mules’’. The ‘‘composition’’ of computational entities is either local, with respect to the one physical entity
in which they reside, or distributed, over communicating physical entities. The coupling of computational and physical
entities enables mechanisms for self-awareness, for state propagation among unconnected entities, and for setting up
controller structures in a networked system. This distinction between physical and computational entities is key to: (1)
combine models of physical and computational dynamics; and, (2) map concepts of mobile connectivity and locality to
the physical world and associated geographic constraints (e.g., communications between two physical entities are feasible
only when these are within communication range of each other).

Further research is needed to study behavioral equivalence [60] and controller synthesis for systems with coupled
physical and computational dynamics. Given a generic specification for the behavior of a system, the design problem
consists of deriving a structure of computational entities which, when ‘‘composed’’ with the system, will satisfy the
specification in some sense to be studied. Research in transition systems describing the co-evolution of physical and
computational dynamics, and associated reachability concepts, may enable the specification of behaviors for networked
vehicle systems in terms of traditional concepts from control engineering (e.g., invariance, reachability, and optimization)
formulated in extended state-control spaces.

Finally, advances in modeling, analysis, and synthesis for systems with coupled physical and computational dynamics
are key to achieve the high levels of deliberation and ensemble behavior represented in Fig. 2. In fact, high levels
of deliberation and ensemble behavior are not possible without coordinated actions of physical and computational
entities. In turn, these advances will enable and motivate further developments in underwater navigation [61,62] and
optimal sensor positioning [63], in cooperative path-following of multiple vehicles over time-varying networks [64], in
optimal rendezvous for heterogeneous vehicles [65], in optimizing communication and computation for cooperative data
gathering [66], in optimal path planning and adaptive sampling for swarms of ocean vehicles in ocean flows [67,68], as
well as in coordinated robotics for oceanographic field studies [69], monitoring Mola mola fish behavior [70], and adaptive
sampling of phytoplankton in the coastal ocean [71].

7. Requirements

As CPS and CPSoS applications become increasingly complex, improved engineering processes are needed to mitigate
the concomitant increase in cost and intricacy of developing these new systems. New methodologies for design, synthesis,
test, and verification allow improvements over traditional techniques. Despite this, many of the latest methodologies
remain underutilized by industry, in part because the new techniques assume the existence of formalized system
requirements, which can be challenging to create. Requirements engineering is the process of developing appropriate
requirements for an application. Below we describe how requirements engineering fits within a CPS or CPSoS development
process, identify the current technology gaps, and suggest directions for future research in this area.

Requirements for CPS development
The purpose of system requirements is to provide documentation, act as a guide to develop design models, and to

provide criteria against which test results may be evaluated. Requirements are vital for almost all aspects of system
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development. Requirements are created at the beginning of a development process, and they impact each subsequent
phase of development.

Most CPS and CPSoS development processes maintain requirements in some form, even if they are not documented. De-
spite this, the requirements engineering process remains a pain point for many organizations developing CPS applications.
In the sequel, we describe some of the ongoing challenges.

Requirements engineering gaps
When documented requirements are available, they are traditionally provided in the form of natural language, which

can be ambiguous and can obscure inconsistencies. Formalized requirements, such as those given in the form of a
specification language like a temporal logic [42,72,73], offer a precise and unambiguous way to define expected system
behaviors. These formalized requirement languages were originally developed to specify behavior expectations based on
specific use-case scenarios. Relative to the classification shown in Fig. 2, these languages target Automatic, Distributed,
Adaptive, and Connected systems. Temporal logic formalisms are difficult to apply to Autonomous or Collaborative systems
because these systems are expected to make decisions about specific actions to take (i.e., how to behave) to achieve a given
higher-level objective (i.e., what to achieve), and these decisions are often made in situations that were never encountered
before and were not anticipated by the designers. Therefore, it is difficult to concretize how Autonomous or Collaborative
systems should behave in all situations.

Formalized requirements are compatible with automated reasoning tools, such as theorem provers, that can check
for consistency and completeness [74,75], and they allow recent development and analysis techniques, such as control
synthesis [76,77] and formal verification methods [78–81]. Despite this, the use of formal requirements has been slow to
gain traction for CPS domains. Formalized requirements are common for some application domains, such as aerospace,
but even in those domains, the requirements usually define open-loop, software-only (i.e., not cyber-physical) behaviors.
For other CPS domains, requirements are either not thorough or not formalized.

Research challenges
One reason why formal requirements have not yet been adopted by industry is that they can be difficult to create

and debug. Some groups are addressing this problem by developing tools that can automatically process a structured
natural language (SNL) into a formalized representation. An SNL is a natural language, such as English, with restrictions
on the allowed words and grammatical constructs [82]. An example of an SNL used to define requirements is the SADL
Requirement Language (SRL), which is based on the Semantic Application Design Language (SADL). SRL takes requirements
provided in an SNL format and processes them into an internal representation, for which properties can be proved using
automated reasoning tools [75]. Another example is the formalSpec tool, which will take an SNL requirement and convert
it to a hybrid automaton format that can be digested by the SpaceEx verification tool [79,83]. Other work attempts to
ameliorate the task of debugging requirements by providing methods to visualize a requirement given in a temporal logic
language by automatically generating behavior examples that satisfy the requirement [84–86]. A remaining challenge is
in creating methods to visualize, or otherwise elucidate, the envelope (or complete set) of behaviors specified by the
requirements.

Another reason why formal requirements have not yet found a footing in industry is that some types of expected system
behaviors for CPS applications are subjective, or at least seemingly subjective. Consider the following example, in which
we restrict our consideration to CPS of the Automatic type from Fig. 2. Fig. 5-(a) illustrates an expected step-response
behavior for a CPS application. This type of behavior expectation originates from the study of elementary dynamical
systems, such as linear systems, but the illustrated behavior informs designers’ expectations even for complex, nonlinear
feedback control systems. The illustrated signal exhibits features that are common to many reference tracking applications,
wherein a controller is expected cause a given output signal to follow a given input signal. Examples of applications that
use this type of control include electric motor speed control and robot path following. For these applications, features such
as overshoot, rise-time, settling time, and steady-state error are often used to quantify the performance of the controller,
but there may also be expectations on the behavior that are difficult to quantify.

For example, a behavior expectation may be the following: when the system input is a step function, then the Response
behavior will have an appropriate step-response shape, similar to the behavior shown in Fig. 5-(a). In practice, ideal
step-response behaviors (i.e., idealized step inputs, resulting in linear, second order responses) are rare or nonexistent
for real CPS applications, and yet the canonical step-response behavior informs the designer’s expectations. Fig. 5-(b)
illustrates an example of acceptable (OK) Input-Response behavior, based on the canonical expectation for the system,
illustrated in Fig. 5-(a). The OK judgment is based on the similarity between the Response behaviors in Fig. 5-(a) and
5-(b), as compared to the similarity between their corresponding Input behaviors. This is in contrast to the behavior in
Fig. 5-(c), which is deemed unacceptable (Bad). The Bad judgment is based on the qualitative difference between the
Response behaviors in Fig. 5-(a) and 5-(c), as compared to the similarity between their corresponding Input behaviors.
The Response behavior in Fig. 5-(c) exhibits some saturation qualities that are not present in the Response shown in
Fig. 5-(a); this saturation behavior could indicate that the system has entered some unexpected operating regime, due to
the particular input applied.

The notion of similarity used to make judgments like those illustrated in Fig. 5 is difficult to capture with existing
formalisms. To illustrate this challenge, consider applying signal temporal logic (STL) [42] to capture requirements for a
reference tracking application. The STL language provides a way to precisely and unambiguously capture timed behaviors
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Fig. 5. (a) Example of a canonical step-response Input and Response behaviors; (b) behaviors that are similar to the canonical step-response behavior
and also demonstrate expected behavior; (c) response behavior that is too dissimilar to the canonical case to be considered acceptable.

for CPS applications. The language allows the designer to specify timed behaviors over system input or output signals,
such as the following: the steady-state value of robot arm position x should not be greater than 110% of reference position
x∗, or engine speed should be below 1000 RPM for at least 1 s before the gear state changes.

For example, one way to use STL to capture an overshoot requirement would be the following, which is derived
from [87]:

ϕOS :=
[
I(t + δ) − I(t) > c ⇒ □[δ,δ+ϵ]R(t) − I(t) < 0.1 · |I(t)|

]
, (2)

where I is the input signal, R is the response signal, and δ, c , and ϵ are fixed constants. In the above, the operator □

represents always, and it can be scoped (applied) over a time window, indicated by the subscripted interval. A way to
read the overshoot requirement (2) is as follows: when there is a change in input of greater than c over a time step δ,
then for the next ϵ seconds, the response signal error should be less than 10% of the input. We can similarly construct STL
requirements to capture notions of rise-time and steady-state error. Languages such as STL accel at concisely capturing
precise behavior intention, but they are difficult to use to capture the qualities of the signals that differentiate 5-(b) from
5-(c) (i.e., the presence of the saturation behavior). Doing so using the STL formalism may involve a complex (i.e., long
and difficult to understand) requirement, if it is even possible.

One approach to formally define these seemingly subjective behavior expectations is to use appropriate metrics that
capture distance between behaviors to reason about similarity to some canonical (or nominal) behavior [88–90]. A
remaining challenge is in providing better ways to understand these distance measures – including their corresponding
units – in an engineering context so that designers may relate them to their expectations.

8. Conclusions

Cyber-physical systems, encompassing energy systems, mobility systems, manufacturing systems, are at the backbone
of modern society. Ensuring a safe, reliable, but on the same time high performance operation of such systems is crucial
from a societal point of view. This task is however becoming more and more challenging since ‘‘modern’’ cyber-physical
systems typically involve many complex autonomous subsystems that interact with each other physically and/or exchange
information via a communication network and possibly cooperate to achieve some common goal. For this kind of complex
systems even the formulation of requirements is a challenge.

In this position paper, we pointed out that traditional methods need to be revisited, conceptually new operational
paradigms need to be developed, and synergies between different fields of expertise (mainly control, computer science,
optimization) have to be strengthened to address such a task. We also presented our views on what are interesting
theoretical topics to investigate, motivated by the recent revolutionary changes in the manufacturing, energy, and
transportation systems domains.

It is perhaps worth mentioning that CPS also find application in the smart health domain, at the level of the single
individual, where medical devices such as pacemakers, brain-computer interfaces, and robotic exoskeletons aim to
improve quality of human life affected by disease, disorder, or injuries, and also at a societal scale, where NIST initiatives
such as SmartAmerica15 and Global City Teams Challenge16 aim at creating a smart society by addressing problems
of disaster recovery and readiness and more efficient water delivery networks. Smart health and further interesting
application domains for CPS theory are however not discussed in this paper.

For up-to-date information on activities of interest to the CPS community, the interested reader is referred to the
Cyber-Physical Systems Virtual Organization website (https://cps-vo.org/).

15 http://smartamerica.org/.
16 https://pages.nist.gov/GCTC/.

https://cps-vo.org/
http://smartamerica.org/
https://pages.nist.gov/GCTC/
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