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Abstract
As technology advances fuel a rapid increase in power and decrease in

cost of computation, cyber-physical systems are becoming more ubiquitous
in real-world applications such as manufacturing and consumer electronics.
With increasingly sophisticated computational functionality implemented as
software, these systems are rapidly becoming intelligent and autonomous. Ad-
vances in low latency and high throughput reliable communication are enabling
such autonomous systems to be networked and interconnected for collaborative
operation. The new and evolving capabilities of autonomous and connected
engineering systems mean that these intelligent cyber-physical systems are
becoming more complex and therefore more challenging to design, test, and
operate. This chapter introduces a classification of intelligent cyber-physical
systems along two key axes: the behavior dimension launched by the advances
in computation, which corresponds to the degree of autonomy in the systems,
and the configuration dimension catalyzed by the advances in communication,
which refers to the scale of the system in terms of the number of connected
elements that comprise it. Based on this classification, the chapter explores
practical challenges that may arise throughout the design-test-operation life
cycle of such systems and outlines the various ways in which computational
models can provide value in addressing those challenges.

1 Introduction
Cyber-physical systems (CPS) are computer-controlled physical systems that deploy
computational—or cyber—elements to sense, control, and operate in a physical en-
vironment. Given the rapid strides made by technology advances in computation
and communication, these systems are becoming smart and interconnected. Ad-
vances in computation have enabled the introduction of artificial intelligence into
such systems—sometimes called intelligent cyber-physical systems [M1̈7] or simply
intelligent physical systems [KKL15]—that are not just able to sense, understand,
and manipulate the physical environment around them, but can also learn and im-
prove over time. Advances in communication have made distributed architectures
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of intelligent physical systems possible to the extent that individual autonomous
systems can operate together in a collaborative fashion.

Modern society is expected to experience a transformational impact of intelligent
CPS in a range of sectors. Compelling examples can be found in the utilities,
transportation, and manufacturing sectors.

• In the utilities sector, safe and reliable power grids are CPS applications that
exemplify smart energy, which enables the integration of renewable energy
sources that may be intermittent, such as wind energy, by exploiting weather
forecasting.

• In the transportation sector, CPS applications are instances of smart mobility
and include: on land, connected autonomous vehicles that reduce fatalities
and optimize for congestion; in water, vehicles that optimize surface shipping
and improve underwater exploration; and in the air, unmanned aerial vehicles
(often referred to as drones) that improve and enable complex search and
rescue operations.

• In the manufacturing sector the Industry 4.0 paradigm increases safety, re-
liability, and throughput of industrial production as part of smart manufac-
turing1. This also relates to the digital twin notion that uses computational
simulation of (oftentimes expensive) physical assets on the one hand to predict
and detect faults and on the other hand in advanced cases to replace physical
functionality with simulated behavior.

Motivated by the global societal-scale relevance of CPS, this chapter intends to
outline important design, test, and operation challenges for development and deploy-
ment of such systems. Faced with the breadth of a topic of such vast magnitude,
systems are classified based on levels of increasingly sophisticated capabilities along
dimensions that compare with levels of cognition and communication in humans.

The developed classification provides structure to the chapter content, which
is organized as follows. Section 2 introduces an example from the smart mobility
domain to motivate the overall discussion. Section 3 draws parallels between the
evolution of physical and cognitive faculties in humans and engineered systems as a
basis for a feature classification presented in Section 4. With focus on the communi-
cating and collaborating classes, challenges in operating intelligent CPS are outlined
in Section 5 followed by challenges for the design and testing of intelligent CPS in
Section 6. Section 7 summarizes and concludes the discussion.

2 Connected Autonomous Vehicles
To motivate the discussion in this chapter, let us consider the case of connected
autonomous vehicles as an exemplar application of intelligent CPS. Human driving
is inefficient and error-prone. By one estimate, traffic congestion cost the U.S. econ-
omy $87 Billion in lost productivity in just the year 2018.2 As per the National
Highway Traffic Safety Administration (NHTSA), more than 37,000 lives were lost

1http://arminstitute.org/
2https://www.cnbc.com/2019/02/11/americas-87-billion-traffic-jam-ranks-boston-and-dc-as-worst-in-us.

html
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in driving accidents in the U.S. in the year 2017 alone.3 It is widely believed that
the introduction of connectivity and autonomy in automobiles will improve driving
safety and efficiency, for example by sensing real-time information about the imme-
diate surroundings to make safer driving decisions, and by connecting to and lever-
aging aggregated historical traffic congestion information to make smarter routing
decisions respectively. A key to achieving these objectives is the aspirational goal
of developing engineered systems that are able to navigate traffic situations and
driving scenarios like and better than humans.

In order to improve the situational and self awareness of the individual vehicles,
automobiles of today and tomorrow must be instrumented by sensors of various
modalities, such as cameras, RADAR (radio detection and ranging) and LIDAR
(light detection and ranging) elements, global positioning systems (GPS), and in-
ertial measurement units (IMUs). Based on such rich sensory input, advances in
software algorithms—such as computer vision algorithms for camera data—are nec-
essary for classifying the raw sensor data and assigning semantic meaning to it,
such as road, obstacles, and other agents in the environment. Availability of large
amounts of prerecorded data is necessary for offline training of deep neural networks
that are then deployed on hardware for real-time online semantic inference. Se-
mantic inferences from various sensory inputs must be combined via sensor fusion
algorithms to eliminate shortcomings and potential blind spots of any one sensing
mechanism, thereby increasing the reliability.

Processed data must be leveraged in order to build accurate maps of the envi-
ronment where the vehicle can localize itself and perform planning to safely and
effectively navigate traversable areas. Hierarchical planning algorithms must break
down an overall goal of reaching a desired destination into a series of steps, such as
merges and lane changes, that are further achieved by low-level control tasks such
as trajectory optimization and path planning. The extent to which these tasks can
be performed by an automobile without the help of a human determine the various
Levels of Driving Automation identified by the Society of Automotive Engineers
(SAE) J3016TM standard.4

Connectivity between a network of vehicles and between vehicles and the infras-
tructure is opening up cooperative and collaborative operation as a new mechanism
of operation. Dedicated Short-Range Communication (DSRC) protocols such as
those specified in the IEEE 802.11p standard5 are necessary for real-time sharing of
information in vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) commu-
nication modalities [RMB+15]. Raw data, semantic information, and even learning
outcomes can now be shared with a fleet of vehicles, so if one car learns a better
way to drive, the entire fleet benefits from it.6

Smart instrumented intersections such as the variants of Cooperative Intersection
Collision Avoidance Systems (CICAS):

• the Stop-Sign Assist (SSA) variant when crossing a high-speed through traffic
on rural highways at dangerous stop-sign-controlled intersections [BM13], and

• the Signalized Left-Turn Assist (SLTA) variant when making a left turn in
3https://www.nhtsa.gov/
4https://www.sae.org/standards/content/j3016_201806/
5https://standards.ieee.org/standard/802_11p-2010.html
6https://www.recode.net/2016/9/12/12889358/tesla-autopilot-data-fleet-learning

3

https://www.nhtsa.gov/
https://www.sae.org/standards/content/j3016_201806/
https://standards.ieee.org/standard/802_11p-2010.html
https://www.recode.net/2016/9/12/12889358/tesla-autopilot-data-fleet-learning


front of an oncoming vehicle [Mis10],

have been studied as mechanisms to aid human drivers in making better split-second
decisions. Even in these infrastructure-based Advanced Driver Assistance Systems
(ADAS) incarnations that merely make suggestions to human drivers, there are
important heterogeneity, architecture, and verification challenges [RBL+11, RK12,
RK13, Raj13, RBR+14].

With increasing autonomy and connectivity, as the SSA functionality transfers
from roadside to in-vehicle [BMCD12] and the SLTA functionality is being replaced
by connected vehicles that communicate and carry out on-the-fly collision avoidance
policies [ZCLM18], the burden of decision making is increasingly being transferred
from humans to the connected autonomous vehicles. In process, what once were
CICAS suggestions are now morphing into actions with actual consequences. At-
taining correct behavior is even more challenging, yet at the same time of paramount
importance from a safety point of view.

From an efficiency point of view, meta-level information such as city-level traffic
patterns can be used to devise a globally optimal traffic routing strategy to op-
timize fuel efficiency and traffic throughput, thereby avoiding the so-called price
of anarchy [ZPCP18] caused by following modern-day routing strategies that are
individually optimal but socially suboptimal.

These exemplar challenges and opportunities can be extrapolated to other ap-
plication domains in CPS. Indeed the need for sensing, perception, decision making,
planning, and control and execution to effectively operate in an environment is uni-
versal across various intelligent CPS domains. Collaboration between ensembles of
smart agents and humans can also be seen across other CPS application domains
such as search and rescue [MEB+14, MSB+14, ZMP+15].

3 The Evolution of Physical and Cognitive Faculties
in Humans

In order to assess challenges for building intelligent CPS applications that tackle
complex challenges such as the ones encountered in connected autonomous driving,
it is insightful to consider how humans evolved as intelligent beings who carry out
complex tasks in a collaborative society. While a comparison between humans and
engineered systems has been made in the literature for specific application domains,
such as smart manufacturing [DF16], security and resilience [AE12], and multi-
objective Pareto optimization and tradeoff analysis [Kel18], the objective of this
chapter is to create a feature classification for intelligent CPS. Specifically, parallels
are drawn between the evolution of physical and cognitive faculties of humans with
that of engineered systems to build such a feature classification.

3.1 Energy efficiency and physical manipulation

In the early stages of evolution when Homo erectus emerged, great advances were
made in physical capabilities in order to adapt to the environment. Bipedalism
freed up hands and arms while the opposing thumb and padded fingers created far
improved manipulation abilities. The ankle and elasticity in tendons enabled energy
efficiency that supported exceptional endurance. As additional improvement in the
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manipulation faculty, Homo sapiens developed a shoulder joint that is distinctly
different from other species [RVRL13]. This shoulder joint specifically supports the
unique ability to throw projectiles with great precision.

3.2 Cognition

Multi-modal sensory processing helped create rich information about the environ-
ment. Cognitive abilities to orient in large spaces and plan actions enabled effective
use of environment, flora, and fauna. Moreover, the cognitive ability to imitate
conspecifics helped share techniques for tool creation and form a culture of tool use
that was at the genesis of evolution into modern human [Mac05].

While evidence of tool use shows incremental advances over the course of evolu-
tion up until Homo sapiens, processing abilities changed significantly [Hol13, Mac05].
Brain size reached a modern volume but perhaps more important are changes in
brain architecture to support the cognitive ability that enabled taking the perspec-
tive of conspecifics and considering them actors as oneself. Additionally, episodic
memory developed that supported the storage of rich sensory information and al-
lowed elaborate planning.

3.3 Language and communication

The next step in cognitive processing abilities enabled the use of symbols, a unique
quality of Homo sapiens [Hol81]. Symbols as syntactic reference may have developed
along with speech, which was enabled first by the anatomical components necessary
for rich vocalization. Combined with phonological composition, this provides a
practically infinite vocabulary to associate symbols with concepts and notions. The
ability to handle elaborate plans supports grammar that requires keeping track of
notions expressed in a sentence while keeping track of multiple perspectives not just
of different actors but also in future, in past, and at locations other than the current.

With the ability to communicate in a rich language of symbols, larger social
structures became possible, which, in turn, supported a much improved culture of
knowledge sharing and retention.

3.4 From Natural to Technical

The human faculties that evolved as energy efficiency and manipulation, cognition,
and communication in a symbolic language can be grafted onto the three founda-
tional pillars of CPS: control, computation, and communication [KK12]. Control
enables efficient energy use in and sophisticated manipulation of the physical world.
Computation enables machine intelligence to perform tasks that would have tra-
ditionally required human cognition. Communication of data between machines
achieves the same tasks as communication in terms of symbols between humans.

Control as manipulation of physical objects and quantities in an energy efficient
manner has come to leverage increasing computational power and communication
availability. As such, control can be considered functionality layered on top of a
compute and communication stack. Hence, the classification of CPS ensembles that
follows considers two dimensions. The first dimension considers advances in com-
putation as they relate to advances in cognition from the perspective of control
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Type Capability
Reflective Evaluation and assessment behavior
Reasoned Deliberate, planned behavior
Reactive Learned, adaptive behavior
Reflexive Instinctive behavior, reflexes

Table 1: Behavior at various levels of cognition.

functionality. The second dimension extends the stages of cognition with corre-
sponding communication capability and identifies classes of control functionality
that the communication enables.

4 A Classification of Intelligent Cyber-Physical Sys-
tems

Given the long history of technology, this chapter presents a structure of technical
systems that have emerged as part of the digital revolution. In particular, the
cognitive processing faculty of humans is used as a structuring mechanism with
communication as a key technology superimposed. The structure enables an outlook
as to where technology might move next.

4.1 A Classification of Engineered Systems

A classification of engineered systems is developed based on the increasing cognitive
abilities in organisms. Table 1 lists behavior types that involve an increasing level
of cognition. The least demanding is behavior of a reflexive nature. Examples of
this are the dilation of a pupil based on light and the beating of a heart. Behavior
that is of a reactive nature is learned and adaptable behavior that can be practiced
such as reactively kicking a ball to hit a target. Behavior that is reasoned involves
planning actions to achieve a goal, for example, navigating traffic to enter or exit a
highway. Finally, behavior of a reflective nature relies on awareness of the organism
and allows setting goals based on an assessment of benefit, for example, adopting a
healthy lifestyle.

In addition to the behavior of individuals that require different levels of cogni-
tive ability, key in the evolution of Homo erectus and later Homo sapiens is their
ability to communicate with conspecifics [Mac05, Tat14]. While primitive forms of
communication are based on direct reference, the ability to assume the perspec-
tive of conspecifics was fundamental to more sophisticated communication such as
in the form of mimesis (including chant, dance, repeated gesturing, partonomy).
This form of communication provided Homo erectus with a powerful advantage over
contemporary species and allowed spreading all throughout Africa and onto other
continents. If the power of communication is of such terrific magnitude, the value
of language based on symbolism and endowed with sophisticated concepts such as
deixis, as practiced by Homo sapiens, is difficult to overstate.

In the technical world, communication technology is quickly becoming the hall-
mark of engineered systems. Table 2 shows a classification of engineered systems
based on the increasingly sophisticated levels of behavior of individual systems with
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Configuration Behavior
Reflexive Reactive Reasoned Reflective

Individual Automatic Adaptive Autonomous Aware
Ensemble Distributed Connected Collaborative Coallied

Table 2: A classification of behavior in operation.

communication among systems in an ensemble superimposed. The top row charac-
terizes the behavior of individual engineered systems:

• Reflexive behavior is preprogrammed and directly responds to stimuli from the
environment. This compares with automatic control architectures where mea-
surements of physical quantities are input to a fixed control law that directly
determines an actuation response.

• Reactive behavior is learned, for example by practice or training, and re-
quires an interpretation of the stimuli from the environment. This compares
with adaptive systems where different control setpoints or parameters are used
based on observations (e.g., an intelligent thermostat may learn preferred tem-
peratures based on historical choices by users).

• Reasoned behavior plans how to reach a goal, which corresponds to a funda-
mental component of autonomous behavior. Developing plans relies on models
of the system itself as well as the observed entities in its surrounding that affect
the planning.

• Reflective behavior sets goals while evaluating advantages and drawbacks.
This requires an engineered system to be aware of itself, its ambitions, its
proclivities, etc., and corresponds to behavior not currently known as gener-
ally available in engineered systems.

Turning to ensembles of engineered systems, the corollary of automatic control
is distributed control, where multiple automatic control loops rely on sharing mea-
surement data among them. In the vein of the intelligent intersection example of
Section 2, traffic lights that are synchronized are an example of control that is dis-
tributed across a number of individual control loops. Input to such a distributed
system may be the arrival of vehicles as detected by an inductive loop in the road
surface.

A centralized intelligent intersection around infrastructure-to-vehicle (I2V) com-
munication is an example of a connected control system in that the coordinator (as
part of the infrastructure) creates a situational awareness and then adjusts ensemble
setpoints. For example, the coordinator interprets (or it is communicated) whether
a vehicle is a luxury car or a tractor trailer combination. Speed setpoints are then
computed according to the respective dynamics of the vehicles. These setpoints are
communicated to the different vehicles that then adjust in response. Waze7 is a
smartphone app that allows users to share traffic data such as collisions that might
have happened at certain geolocations. In addition, Waze analyzes smartphone data,
for example, and interprets the data to determine traffic congestion. If vehicles are

7https://www.waze.com
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enabled to automatically respond to such data, an adaptive Waze vehicle is another
example of connected control. For example, when traffic congestion is detected and
shared with vehicles elsewhere, these connected vehicles may adapt the route to
their destination.

A decentralized intelligent intersection (V2V) is an example of collaborating con-
trol where autonomous systems form an ensemble and share rich information to
support overall planning behavior such as individual plans and planning consider-
ations. In contrast with the I2V intelligent intersection, vehicles may not rely on
predefined control laws at that intersection with setpoints determined by the coor-
dinator. Instead the different vehicles act autonomously and as they approach an
intersection they must reason together about their speed, in which lane to drive,
distance to intersection, vehicle dynamics, possible urgency, etc. to come up with
an overall plan for the ensemble. This decentralized control orchestrates the move-
ment of each vehicle to best achieve the individual plans of all vehicles using the
intersection at that given time period. Returning to Waze, another example of
collaborating systems would be a Waze that involves the various vehicles adapting
their planning given new information. This could involve changing the order of an
overall plan, modifying times of arrival or departure, speed, or deciding on different
stops along the way to minimize vehicles contending for the same road segments at
certain times. Yet another example of collaborative systems is a smart emergency
response system [MEB+14, MSB+14, ZMP+15], where autonomous ground vehicles
may plan how to arrive at select locations where they set up a depot. Autonomous
rotorcraft may then plan sorties to deliver provisions in the field while minimizing
overall time of delivery.

Aware systems in a coallied control ensemble would share information about
internal states such as intent or assessments, though no examples of such operational
ensembles are known.

4.2 Mapping the Classification onto Challenges

Traditional Model-Based Design has been studied following a ‘V’-shaped approach
(e.g., [MPE04]) as drawn in Figure 1a, where models are used to design and test
the implementation that is deployed. However, intelligent CPS require a paradigm
shift in this traditional viewpoint. With new applications such as Industry 4.0 and
industrial internet of things (IIoT), modeling and simulation are also being used
in operation after systems are deployed. For example, a computational model—a
so-called ‘digital twin’—of an expensive physical asset is simulated during operation
for prognostics and predictive maintenance purposes. This emerging paradigm can
be thought of as a ‘square root sign’ rather than a ‘V’, as drawn in Figure 1b. In
the more sophisticated intelligent CPS that constitute dynamically reconfigurable
ensembles, the operation facet connects back to design and test for runtime recon-
figuration. This reconfigurability morphs the ‘square root’ into a cyclic triad as is
depicted in Figure 1c.

It is worth noting that this triad shares some similarities with the CPS trust-
worthiness framework developed by the U.S. National Institute for Standards and
Technology (NIST), which considers conceptualization, realization, and assurance as
three sides in a triangular (prism) representation (Figure 8 in [Gro17]). Though the
terms conceptualization, realization, and assurance are related to design, operation,
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Figure 1: Paradigm shift from the traditional Model-Based Design ‘V’ to a Model-
Based Design-Test-Operation triad.

and test, the NIST framework considers models in a limited context as the output of
the conceptualization phase and an input to the realization phase. In contrast, the
view of this chapter holds that modeling and simulation play an equally important
role in all three sides of the triad.

The two-dimensional representation from Figure 1c can be projected in three
dimensions by adding the various increasingly sophisticated behavior classes from
Table 2 as the third dimension. This forms a prism in three dimensions, as is depicted
in Figure 2 with the behavior classes in the ensemble configuration—distributed,
connected, collaborative, and coallied—annotated next to each triad.

connected
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Figure 2: Intelligent CPS Ensemble Design-Test-Operation Prism

There are several challenges associated with the development of intelligent CPS
from each of these classes. This chapter focuses the discussion around challenges
for systems that are open by communicating with other systems in ensembles. The
study of the ensemble dimension is further narrowed by concentrating on systems
that are currently under most scrutiny: (i) connected systems and (ii) collaborative
systems. The remaining classes in the ensemble dimension are either well under-
stood (distributed control systems) or they require significant research to conceive
of and develop technology that is still very much in its infancy (coalitions of sys-
tems). Challenges for these systems are discussed in the context of (i) machines
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being connected, (ii) machines being collaborative, (iii) design of such connected
and collaborative ensembles of machines, and (iv) testing such ensembles at runtime
as they come online. The challenges are first discussed from the perspective of sys-
tems in operation in Section 5 and then the design and test perspective in Section 6.
Related work [MZ16a] details a corresponding needs analysis.

5 Challenges in System Operation
During operation, communication among intelligent CPS in an ensemble opens up
opportunities for new functionality, even more so when sophisticated collaboration
is supported. Future enabling technology that is needed, the current state, and
challenges are discussed for connected and collaborative operation.

5.1 Connected Operation

Systems that are part of ensembles where connections with other systems are estab-
lished during operation have a need for wireless communication, data sharing, and
service utilization.

Wireless Communication. High performance wireless communication will al-
low reliable configuration of flexible system configurations for features with varying
quality of service. There are two key challenges.

• The communication protocol stack must be physically aware and configurable
while being compatible with the internet protocol (IP), for example, IEEE 802.15.4e [PAV+13].
Such a protocol stack supports real-time services of graded quality with a low
energy footprint and enables including (precise) time and location information
in communicated data. Useful approaches are the modeling of building blocks
that comprise communication protocols as well as modeling of the performance
characteristics across electronics hardware targets.

• Precise timing and synchronization (e.g., the precision time protocol IEEE 1588 [CEP07])
must be supported in a distributed and wirelessly connected environment. Two
strands of advances that are important are: (i) physical layer based timing and
synchronization architectures, which benefit from modeling of the physical ra-
dio frequency (RF) layer as well as the antenna and (ii) scheduling of periodic
and aperiodic events with reliable execution times (e.g„ [ZGL10]), which builds
on advances in scheduler configuration, dynamic scheduling with guarantees,
and support for mixed synchronous and asynchronous behavior.

Data Sharing. Advanced data sharing will allow distributed information resources
to be effectively exploited and enable system features that were not considered a
priori at the sharing sources. Where in an offline approach system integration would
be responsible for synchronization of data streams [Mul07], in online connectivity
scenarios this must be resolved by construction. There are two specific challenges
to address.

• The functionality must provide support for multirate architectures where the
methodologies concern the synchronization of data from incongruent sources.
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Solution aspects to consider include communication modeling, systematic (and
automatic) analysis of double buffering schemes, timing properties of software,
and clock recovery. An increasing use of models for system integration is
imperative [MGF05].

• To derive value for the system features it must be possible to reliably extract
corresponding (unambiguous) information from the communicated data. Ap-
proaches in support of this represent information as high-level models with
well-defined metamodels and ontologies with model import/export under ver-
sion control, automatic generation of metamodels (e.g., from model libraries),
and sharing and comparing of model concepts. The RoboEarth network is an
example of concrete advances in that internet connections enable robots to
generate, share, and reuse data [WBD+11].

Service Utilization. Systems that are dynamically assembled post deployment
will be endowed with the capability to purpose available functionality in service of
specific (singular) needs. Three challenges are listed.

• Service-based approaches must operate as real-time embedded services in a
physical environment. Advances stem from work on real-time middleware and
service-oriented architectures with physical capabilities that must address key
technical issues such as service discovery response time (latency, averages,
time-out) [HJS07] and request for services in different modalities. Middleware
that is real-time capable ranges from a real-time version of the High Level
Architecture (HLA), and a real-time Common Object Request Broker Archi-
tecture (CORBA), to the Data Distribution Service (DDS) and the Robot
Operating System (ROS) [KGS+04, MFF04, PG14, QCG+09, SCH08].

• Service discovery must increase in logic capabilities (be ‘smart’). Possible so-
lutions may be the use of service ontologies for service provider matching that
rely on taxonomies for similarity and transformability matching (e.g., [SCM10]).
Capabilities for type similarity checking and conversion as well as semantics
definition are key.

• Information sharing must be enabled in heterogeneous system ensembles. A
language and ontology infrastructure, for example, the Ontology Web Lan-
guage (OWL) [HPS11] used for describing semantic web services, may serve
as an underlying technology to support translation and transformation. Ad-
ditional technology to build on includes the reliable generation of models and
(implementation) code from models.

5.2 Collaborative Operation

Three needs for enabling system ensembles to operate in a collaborative manner
include runtime system adaptation, emerging behavior design, and functionality
sharing.

Runtime System Adaptation. The ability for safe and reliable system adap-
tation at runtime enables a system in an ensemble to exploit functionality that is
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exogenous, implemented by other systems, for efficient, economical, and resilient
operation.

• The main challenge is reasoning and planning adaptation of an ensemble of
systems, which builds on a number of technologies: (i) introspection of the
systems in an ensemble to determine the system state, configuration (possibly
using runtime variants), and available services (possibly based on a middleware
service description specification); (ii) handling of ensemble (in)consistency
with a level of fidelity that is sufficient for runtime needs, which may build on
traceability between representations, possibly across transformations (e.g., mod-
els@run.time [BFCA14]); and (iii) online (re)calibration of models (e.g., [HSV10])
to continuously ensure accuracy, which may use collected data, along with sta-
tistical, optimization, or machine learning tools, to modify the parameters or
structure of software artifacts within the system.

Emerging Behavior Design. Robust methods to design emerging behavior allow
for the systematic design of systems that are part of an ensemble such that the
ensemble as a whole realizes desired behavior in an optimal sense.

• The overall challenge is about collaborative planning, guidance, and control
with a number of methods to build on: (i) analysis methods across loosely cou-
pled architectures are key, especially for embedded operation (e.g., globally
asynchronous/locally synchronous, GALS, architectures [MWO+05]), which
spans event-driven control, discrete-event modeling and analysis, and uncer-
tainty modeling; (ii) planning and synthesis of distributed control functionality
on concurrent resources is potentially core and involves concurrency and plat-
form modeling, functionality decomposition, and service composition (e.g., the
Towers of Hanoi as a CPS) [MZ15, MZH13]; and (iii) formal methods to en-
sure conformance and be applicable to collaborative problems with concur-
rency semantics while enabling property proving with performance models, all
by retaining the rigor of formality yet in an accessible manner (e.g., design
refinement in Conway’s Game of Life [SS12]).

• In addition, behavior can be learned [Hof17]. By tracking the performance of
collaborative systems based on the decisions made by the system—for exam-
ple, allocating tasks, resources, or operating modes—techniques such as online
optimization and reinforcement learning [KBP13] can use this historical data
to automatically refine the strategy and rules of a complex decision-making
system, thus giving rise to novel behavior patterns that may better solve an
existing environment or even adapt to an evolving environment.

Functionality Sharing. Sharing functionality among systems in an ensemble,
not only by making the functionality available but also by meaningful exchange of
information and meta information about the functionality, will allow the creation of
novel system features post deployment. There are two challenges to highlight.

• Using functionality for multiple (different) purposes post deployment, which
may build on a number of advances: (i) generation of models for a par-
ticular task by property identification (e.g., property based model slicing)
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and model behavior selection (e.g., behavioral analysis and functionality min-
ing such as determining the requirements for a design from its behavior);
(ii) hardware resource sharing by creating a dispatch architecture (e.g., a
real-time virtual machine [GZ12]) and following a platform-based design ap-
proach [BDD+09, Nat12]; (iii) performance characterization (e.g., [LZ05]) via
performance models and measures (e.g., critical path analysis and code perfor-
mance reporting and advise); and (iv) online calibration (e.g., [LT13]) based
on objective and performance criteria, which is supported by adaptive filtering,
distortion modeling, and automatic groundtruthing (baselining).

• Interaction between features (e.g., [MZ16b]) that leverage the shared func-
tionality to find potential (re)solutions in assumption formalization and de-
pendency effect analysis. Specific technologies include model slicing based on
properties or assumptions, tracing between sources and destinations for be-
havioral anomalies, and mapping formulated assumptions about functionality
to behavior.

6 Challenges in System Design and Test
The operational opportunities for ensembles of intelligent CPS build on correspond-
ing advances in their design and test. A key aspect is the cyclic nature of the design,
test, and operation stages as illustrated in Fig. 1a. Future technology that is needed
is compared against the current state with challenges to arrive at the future state.

6.1 Design

In the design of connected and collaborating ensembles of systems, two main needs
are the ability for virtual system integration and for design artifact sharing.

Virtual System Integration. The ability to realistically integrate systems in a
virtual sense will enable the confident design of systems as part of a reliable system
ensemble that configures during operation. There are three challenges to elaborate
on.

• Obtaining proper models in design, which potentially builds on the generation
of models with necessary detail given a selected property of interest. This can
involve structural model changes, operating point selection and linearization,
implementation model generation, and so forth. A number of approaches to
highlight include selecting model detail based on properties of interest [FS95,
MB00, SL95], counterexample guided refinement [CGJ+00], and requirements
guided abstraction selection [JMM14].

• System-level design and analysis of a heterogeneous ensemble by using models
requires advances in (i) connecting, combining, and integrating models repre-
sented in different formalisms, potentially at the behavior level via cosimula-
tion or a shared simulation API or at a shared semantics level by code genera-
tion and (ii) efficient simulation models that can be used across dynamics and
execution semantics, which involves an array of potentially interacting solver
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configurations for continuous-time, discrete-time, and discrete-event behaviors.
These challenges are a subject of study in the field of computer automated mul-
tiparadigm modeling [MV00] where combining dynamic semantics [MB02] and
execution semantics [Mos07] are important advances.

• Connectivity among models, software, and hardware corresponding to different
vendors and end manufacturers can build on efforts in creating open tool plat-
forms with trusted interfaces for communication across synchronized and coor-
dinated models, software, and hardware devices. Some underlying technologies
include data streaming, target connectivity support, standardized communi-
cation protocols (e.g., TCP, UDP), and real-time simulation [PM12].

Design artifact sharing. Being able to securely and reliably share design arti-
facts across design efforts for a system ensemble will allow convenient, efficient, and
consistent collaboration between stakeholders in design and ultimately throughout
the system life cycle. Two challenges are presented.

• Given the different organizations (vendors, end manufacturers, and others)
that are invariably involved, tool coupling among these disparate organizations
may be addressed by building on (e.g., Open Services for Lifecycle Collabora-
tion, OSLC [SS13]): (i) support for traceability across semantic and technology
adaptation, for example, based on a service API with change notification to
establish relations across abstractions, formalisms, and transformations, all
while honoring intellectual property protection, and (ii) information extrac-
tion from protected intellectual property (e.g., by obfuscation or encryption)
and use of trusted compilers.

• Supporting manifold views and tools that are essential in design, especially
for system ensembles can advance based on core technologies such as (i) con-
figurable view projections (e.g., [ASB10]) that are tool specific and support
model generation, pattern extraction or slicing, and XML interexchange, and
(ii) use of consistent semantics across tools by modeling the execution engines
(e.g., [MZ11]) that are combinations of code libraries (e.g., numerical integra-
tion, root finding, and algebraic equation solving) with a broad spectrum of
optimization so that semantic analysis of an execution engine as a dynamic
system is enabled.

6.2 Test

To test behavior of system ensembles that rely on interfaces for runtime config-
uration, it is key to develop support for runtime system adaption, collaborative
functionality testing, and hardware resources sharing.

Testing Runtime Adaptable Systems. Testing of systems in a runtime adapt-
able configuration will allow confidently exploiting functionality across the overall
ensemble, as was mentioned in the context of collaborative operation. A challenge
specific to testing is discussed here.
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• Testing complex functionality on a deployed system is critical, yet challenging
for systems that operate embedded in a physical environment. Often, a full
model of the system’s interaction with the environment is not available or im-
practical to implement given the available computational resources. Surrogate
models [ACVGH10] can provide an approximation of the actual process that
is accurate enough and computationally feasible for online testing and design
optimization procedures. Specific technologies include variable and dimen-
sionality reduction through methods such as sensitivity analysis and principal
component analysis, using data to generate response surfaces, and fitting low-
fidelity models ranging from polynomials to artificial neural networks.

Collaborative functionality testing. The ability to test collaborative function-
ality will enable assurance of collaboration quality on shared resources while being
able to identify and automatically mitigate root causes of failure in a distributed
environment. Two challenges are expounded on.

• Systematic test suite generation and automated test evaluation is especially
challenging for collaborative functionality. Solution approaches possibly build
on model-based test generation from requirements while preserving the con-
text of a dynamic ensemble configuration. Specific technologies (e.g., [ASE14,
Zan09]) include coverage-based automatic test generation, variants-based test-
ing, and closed-loop testing.

• Reproducible test results under minimum uncertainty could leverage two key
advances: (i) setting of initial conditions and injecting fault data, especially
when using a service architecture, with specific technologies such as system
state restoration, stateless services, and test fixture generation (e.g., [LSD+13]),
and (ii) temporal and spatial partitioning to isolate functionality for a specific
system architecture under investigation, which includes time partition testing
and functionality extraction.

Hardware Resource Sharing. Robust, safe, and secure support for hardware
resource sharing will allow contracting out system resources within an ensemble and
and will support a balanced use of external resources for resiliency and runtime cost
optimization. Two challenges are discussed.

• Determination of key test cases for different implementations builds on char-
acterization of computational architectures, for example, by use of static anal-
ysis methods (such as abstract interpretation), automatic test generation, and
detailed models of hardware architecture behavior implementations (e.g., to
know of ‘corner cases’).

• Safety of heterogeneous system ensembles is critical and requires advances
in: (i) modeling the semantics of time (e.g., [ZMHD11]) to support safety
monitoring components (e.g., watchdogs and mitigators [KLM03, KKS+10]),
which includes time represented as harmonic periods (e.g., integer time), syn-
chronous behavior (e.g., a single clock or discrete time), simultaneous behav-
ior (iterations of change), dense (e.g., a rational time base), or continuous
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(e.g., variable-step numerical solutions) and (ii) dynamically mixing safety in-
tegrity levels (SiL) and the use of certification kits for components of mixed
SiL, which supports matching software with hardware.

7 Conclusions
Cyber-physical systems (CPS) are rapidly increasing in complexity owing to the
progress in computation and communication technology. As these systems become
connected and autonomous, the complexity of their design, test, and operation
presents several key challenges. To outline these challenges in a structured manner, a
classification scheme is developed along the behavior and configuration dimensions
drawing a parallel between human faculties and engineered systems capabilities.
Challenges throughout the life cycles of these intelligent systems during design, test,
and operation are discussed, with a focus on connected and collaborative behavior
in an ensemble configuration. The class of ensembles with distributed control has
been subject of much research and is relatively well understood. In contrast, at
the opposite end of the classification spectrum, there is no known scholarly content
on the class of ensembles that comprise self-aware systems and so create self-aware
ensembles.

The use of computational models is key in addressing the various design, test, and
operation challenges. While the traditional role of models during the design phase
is well understood, models are also needed for successful real-time operation, for
example in predictive maintenance and prognostics and health monitoring applica-
tions. For connected and collaborative ensembles that may include several instances
of dynamic reconfigurations at runtime, several online iterations of design and test
would be necessary along with each instance of reconfiguration (along the ‘devel-
opment and operations’ or DevOps paradigm, albeit with differences [JAPT16]).
Here, models would provide an effective—and perhaps the only—way to carry out
these run-time evaluations as the systems themselves are already deployed and in
operation.

The goal of the chapter is to provide a broad overview, yet the discussion is by
no means exhaustive. Despite the number and scale of the challenges, the potential
of intelligent CPS to fundamentally transform human lives is enormous. Continuing
to push the frontiers of CPS will require close collaboration between the research
and industry communities, hardware and software vendors, and multiple disciplines
in science, engineering, technology, and more.
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